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Abstract

There exists a wide variety of network problems where several connection requests occur simultaneously. In general, each request is attended by finding a route in the network, where the origin and destination of such a route are those hosts that wish to establish a connection for information exchange. As it is well documented in the related literature, the exchange of information through disjoint routes increases the effective bandwidth, velocity, and the probability of receiving the corresponding information. The definition of disjoint paths may refer to nodes, edges, or both. As far as we know, the most studied variant is the one where disjointness implies not to share edges. This optimization problem is usually known as the maximum edge-disjoint paths (EDP) problem. This NP-hard optimization problem has applications in real-time communications, VLSI-design, scheduling, bin packing, or load balancing. The proposed approach hybridizes an Integer Linear Programming formulation of the problem with an Evolutionary Algorithm. Empirical results using 174 previously reported instances show that the proposed procedure compares favorably to previous metaheuristics for this problem. We finally confirm the significance of the results by conducting non-parametric statistical tests.

1. Introduction

In communication networks, a node may either be a data communication equipment (modem, hub, bridge, or switch) or a data terminal equipment (telephones, printers, or host computers). A network is usually modeled as an undirected graph $\tilde{G} = (V, E)$, where the set of nodes $V$ corresponds to terminal/communication equipments and the set of edges $E$ corresponds to the physical links. For the sake of clarity, the number of nodes and edges are denoted as $|V| = V$ and $|E| = E$, respectively. Each edge $e \in E$, with $e = (i, j)$ and $i, j \in V$, has a weight $w(e) \in \mathbb{R}^+$, which usually represents the physical distance between both endpoints.

Let $T = \{(i_k, j_k) \mid i_k \neq j_k \in V, 1 \leq k \leq K\}$ be a set of pairs of nodes, called terminal nodes or terminals, that request to be connected with a disjoint route, that is, an edge-disjoint path $P_k$ in $\tilde{G}$. According to [36], the maximum edge-disjoint paths (EDP) problem consists in maximizing the number of such edge-disjoint paths.

Figure 1 shows an example of an EDP problem with 16 nodes and 16 edges. Terminal and transshipment nodes correspond to the white and black ones, respectively. In this example, there are four pairs of terminals $[i_1, j_1], [i_2, j_2], [i_3, j_3], [i_4, j_4]$, that request to be connected with disjoint paths.

In Figure 2, we depict a feasible solution (i.e., each edge is used exclusively by one path), where involved paths have been highlighted with dotted lines. As it is easy to check, this is a feasible solution composed of two paths $\{i_1, 1, 2, 3, 4, j_1\}$ and $\{i_4, 8, 7, 6, 5, j_4\}$. Therefore, for this feasible solution, the value of the objective function is equal to 2.

This problem presents a wide range of applications in real-time communications, where several connection requests occur simultaneously [36]. Specifically, each request is attended by finding a route in the
Figure 1: Example of EDP problem (graph).

Figure 2: Example of EDP problem (feasible solution).
network, where the origin and destination of such a route are those hosts that wish to establish a connection for information exchange. That interchange is performed by means of disjoint routes, since it increases the effective bandwidth, velocity, and the probability of receiving the corresponding information. Simultaneously, congestion and possible failures are reduced (see [5][6] for further details). Regarding the practical application areas of the EDP problem, we can mention the two following ones: very-large-scale-integration (VLSI) design [11] and virtual circuit routing [2][31]. In VLSI design, the EDP problem is similar to the escape problem [11], where it is required to find a maximal number of wiring disjoint paths in grids (i.e., that ones which avoid the overlaps) between pairs of terminals. In virtual circuit routing, a path for each communication request is needed to be reserved in advance, in the sense that once a communication is established no interruptions will occur. Virtual circuit routing presents a practical application [2] for database servers and large-scale video servers.

The contribution of this paper corresponds to propose a two-stage approach for the EDP problem. Specifically, this approach combines in sequence an Integer Linear Programming (ILP) model and an Evolutionary Algorithm (EA). The computational results show that our procedure obtains better performance than previous approaches in both, quality of the solution and computing time.

The rest of the paper is organized as follows. Section 2 summarizes the state-of-the-art of the EDP problem and related work. Sections 3 and 4 describe the respective ILP and EA formulations for the considered EDP problem. Section 5 introduces the proposed two-stage approach devised for this problem. Section 6 describes the computational experience conducted to test the effectiveness of our approach. Finally, the paper ends in Section 7 by drawing the most relevant conclusions.

2. Related work

The EPD problem is different from maximizing the number of edge-disjoint paths that connect a single pair of terminal nodes, say [s, t], which is known in the literature as the Edge-Disjoint Menger (EDM) problem [8]. The paths obtained after solving the EDM problem are s−t paths, but there is no guarantee of connecting any pair of nodes from the set of pairs T. By Menger theorem ([11], Theorem 6.7) the maximum number of edge-disjoint s−t paths equals the minimum number of edges whose removal from the network disconnects all s−t paths (min cut), which can be computed by solving a maximum flow problem (max-flow min-cut theorem [1]). Therefore, the EDM problem is solvable in polynomial time, while the EDP problem is \( \mathcal{NP} \)-complete for general graphs as it was proven in [32]. In fact, it is one of the classical \( \mathcal{NP} \)-complete problems described in [25]. The problem remains \( \mathcal{NP} \)-complete even when considering specific graphs. In particular, for directed graphs where the number of pairs of terminals is larger than one [23], for meshes [38], planar graphs of maximum degree 3 [46], or in directed/undirected complete graphs [22].

Substantial effort has been devoted to the identification of polynomial-time solvable special cases. We refer the reader to [24, 53] for detailed descriptions. For example, the EDP version where \( k \) is fixed \( \text{a priori} \) can be polynomially solved [50]. Similarly, for acyclic digraphs where \( K \) is fixed, for planar graphs where the number of pairs of terminals are bounded by the number of faces of the graph, for interval graphs [28], undirected/undirected complete graphs [20], or undirected trees [26].

Another interesting line of research is based on the design of approximation algorithms. For instance, the shortest-path-first greedy algorithm is proposed in [37]. This procedure connects pairs of terminals in non-decreasing order of the shortest path (i.e., instead of considering an arbitrary order). As it is proven in [20], this method has an approximation ratio at most \( \sqrt{E} \) for the EDP problem in directed or undirected graphs. This factor is not right for dense graphs due to the large number of edges. This theoretical result is further improved in (Chekuri and Khanna, 2003 [12]), establishing a new approximation ratio \( \mathcal{O}(\min\{\sqrt{E}, V^2\}) \) in undirected graphs and \( \mathcal{O}(\min\{\sqrt{E}, (V \log V)^2\}) \) in directed graphs. Another interesting result is reported in [29] for directed graphs, where it is proved that there cannot be a \( \rho = E^{(\frac{3}{2} - \epsilon)} \)-approximation algorithm for any \( \epsilon > 0 \) unless \( \mathcal{P} = \mathcal{NP} \). On the other hand, in specific graphs, [21, 18] demonstrated that there exists \( \rho \)-approximation algorithms for bidirected trees (\( \rho = \frac{5}{3} + \epsilon \)), undirected trees of rings (\( \rho = 3 \)) and directed trees of rings (\( \rho = 5 + \epsilon \)).

Kleinberg and Tardos [35] found a randomized \( \mathcal{O}(1) \)-approximation algorithm for the EDP problem in two-dimensional meshes. Furthermore, they generalized the algorithm to obtain an approximation ratio of
\(O(1)\) also for the class of densely embedded, nearly-Eulerian graphs. Notice that there were some previous works in this line for general meshes [3, 34].

We focus our research on those procedures that can deal with general graphs. Specifically, general graphs have been addressed in [8] by means of an Ant Colony Optimization algorithm. The procedure is based on a decomposition of the problem into simpler subproblems. In the computational experience, these authors showed that the proposed method outperformed a multi-start greedy procedure in both, solution quality and computing time. The same authors improved the previous algorithm in [9]. The new approach incorporated a parallel construction of all paths and the use of candidate list strategies for the exploitation of the promising choices at each construction step. Additionally, the authors improved a local search strategy by considering two different criteria of the objective function, and the partial destruction of the currently best solution as an escape mechanism.

In [16], a constraint-based local search framework for Constrained Optimum Tree (COT) and Constrained Optimum Path (COP) applications is introduced. We focus on COP since the EDP problem belongs to this family of optimization problems [16]. The proposed method introduces an effective neighborhood structure based on replacing edges in a routed spanning tree. The authors also present a second neighborhood based on more complex moves. Specifically, they define chained independent moves as those that the application of one move does not affect the rest of the moves. Local search methods, that use these neighborhoods, minimize the number of violated constraints for the corresponding COP. In order to further specialize the general COP method to the EDP context, the authors hybridize it with a method that explicitly removes those paths that have one or more edges in common. The experimental results show that the proposed method gives better solutions than the naive greedy algorithm (based on a multi-start version of the shortest path algorithm).

Hsu and Cho [30] presented a genetic algorithm (GA) for solving the EDP problem on general graphs. Specifically, each individual in the population is encoded as a set of \(|T|\) paths and each path is represented by a string of real values with length \(|V|\) in the interval \([0, 1]\). Each of these real values denotes the “priority” of a node to be selected in the path under construction. More precisely, given a pair of terminals, \([i_k, j_k]\), the path starts at the origin node \(i_k\). The candidate nodes to be incorporated in the path are those ones (not previously used) with larger values of priority. The method then checks whether the inclusion of the selected node produces a feasible solution (including it in the path) or not (backtracking as many steps as necessary). This construction procedure stops when the selected node is \(j_k\). The crossover operator produces an offspring by using a linear combination of two parents. The mutation operator reverses the value of the corresponding real value (i.e., large priorities become small priorities and vice versa). The GA considers also a self-adaptation operator that improves the quality of a particular individual. Specifically, it tries to connect those terminal nodes not connected in the solution by updating the real values with information of the shortest path, barely used edges, or length of the path, among others.

Recently, Altarelli et al. [2] propose a distributed method to solve the EDP based on message-passing techniques. This algorithm has been previously used in other scientific fields [44, 45, 13]. The authors first describe how the EDP problem can be easily solved in trees. Then, they derive a min-sum recursive equation that can be used for message-passing. In case of locally tree-like graphs, such as sparse graphs, the method becomes approximate, but still useful for the EDP problem. In order to further improve the performance of the method, the proposed algorithm transforms the aforementioned recursive equation to the computation of the maximum weight matching problem [40] on an auxiliary complete graph. This transformation allows the message-passing algorithm to execute each iteration of the method in polynomial time (in the number of edges) and linear time (on average) for sparse random graphs.

3. Integer linear programming formulation for the EDP problem

In the EDP problem there are, essentially, a set of pairs of terminal nodes \(T\) that one wishes to connect by edge-disjoint paths. The EDP problem can be modeled by means of a path-based Integer Linear Programming (ILP) formulation [12, 36]. However, this formulation requires a number of variables which is exponential in the size of the graph and, therefore, it does not result to be practical for the exact solution of the EDP problem. In this paper, we propose a binary multi-commodity network flow formulation of the
Table 1: Notation for the ILP formulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{V}$</td>
<td>${1, \ldots, K, \ldots, }$</td>
<td>Set of nodes</td>
</tr>
<tr>
<td>$\mathcal{V}^-$</td>
<td>${1, \ldots, K}$</td>
<td>Supply (source) nodes</td>
</tr>
<tr>
<td>$\mathcal{V}^+$</td>
<td>${K+1, \ldots, K+K}$</td>
<td>Demand (sink) nodes</td>
</tr>
<tr>
<td>$\mathcal{V}^0$</td>
<td>$\mathcal{V} \setminus (\mathcal{V}^- \cup \mathcal{V}^+)$</td>
<td>Transshipment nodes</td>
</tr>
<tr>
<td>$i, j, v$</td>
<td>-</td>
<td>Indexes for nodes $i, j, v \in \mathcal{V}$</td>
</tr>
<tr>
<td>$\mathcal{E}$</td>
<td>-</td>
<td>Set of edges</td>
</tr>
<tr>
<td>$(i, j)$</td>
<td>-</td>
<td>Index pair for edges $(i, j) \in \mathcal{E}$</td>
</tr>
<tr>
<td>$\mathcal{G}$</td>
<td>$(\mathcal{V}, \mathcal{E})$</td>
<td>Undirected graph</td>
</tr>
<tr>
<td>$\mathcal{K}$</td>
<td>${1, \ldots, K}$</td>
<td>Set of commodities</td>
</tr>
<tr>
<td>$k$</td>
<td>-</td>
<td>Index for commodities $k \in \mathcal{K}$</td>
</tr>
<tr>
<td>$x_{ijk}$</td>
<td>${0, 1}$</td>
<td>Commodity-$k$ flow from $i$ to $j$ (adjacent nodes) $i, j \in \mathcal{V}$, $k \in \mathcal{K}$</td>
</tr>
</tbody>
</table>

EDP problem, which requires a polynomial number of variables in the size of the graph. As far as we know, this is the first polynomial size ILP formulation of the EDP problem that has been proposed in the literature. This new formulation allows for the exact solution of medium size EDP instances by using standard MILP solvers as, for example, CPLEX and GUROBI (see Section 6). Thinking in terms of flow, this formulation is focused on sending a single unit of flow from terminal node $i_k$ to terminal node $j_k$, for all pairs $[i_k, j_k] \in T$. In this way, the commodity-$k$ flow defines a path from node $i_k$ to node $j_k$ associated to the $k$-th commodity, for all $k \in \mathcal{K} = \{1, \ldots, K\}$.

We have used the notation shown in Table 1. Basically, graph nodes are classified into three groups: supply nodes ($\mathcal{V}^-$), demand nodes ($\mathcal{V}^+$), and transshipment nodes ($\mathcal{V}^0$). The nodes of the first group are labeled by the commodity index $k$ and the nodes of the second group are labeled by $K + k$. With this notation, each pair or terminal nodes $[i_k, j_k]$ is labeled as $[k, K + k]$ for all $k \in \mathcal{K}$. Notice that any node $v \in \mathcal{V}^-$ is a supply node for commodity $k = v$, but it is also a transshipment node for the other commodities (see Equation 4). Similarly, any node $v \in \mathcal{V}^+$ is a demand node for commodity $k = v - K$, but it is also a transshipment node for the other commodities (see Equation 8).
We propose the following ILP formulation for the EDP problem:

\[
\begin{align*}
\max_{x} \quad & z_{EDP} = \sum_{v \in V^-} \sum_{(v,j) \in E} x_{vjv} \\
\text{s.t.} \quad & \sum_{(v,j) \in E} x_{vjv} \leq 1, \quad v \in V^- \quad (1) \\
& \sum_{(v,v) \in E} x_{vv} = 0, \quad v \in V^- \quad (2) \\
& \sum_{(i,v) \in E} x_{ivv} - \sum_{(v,j) \in E} x_{vjk} = 0, \quad v \in V^-, \ k \in K \setminus \{v\} \quad (3) \\
& \sum_{(i,v) \in E} x_{ivk} - \sum_{(v,j) \in E} x_{vjk} = 0, \quad v \in V^0, \ k \in K \quad (4) \\
& \sum_{(i,v) \in E} x_{ivk} \leq 1, \quad v \in V^+, \ k = v - K \quad (5) \\
& \sum_{(i,v) \in E} x_{vjk} = 0, \quad v \in V^+, \ k = v - K \quad (6) \\
& \sum_{(i,v) \in E} x_{ivk} - \sum_{(v,j) \in E} x_{vjk} = 0, \quad v \in V^+, \ k \in K \setminus \{v - K\} \quad (7) \\
& \sum_{k \in K} x_{ijk} + \sum_{k \in K} x_{jik} \leq 1, \quad (i,j) \in E, \ i < j \quad (8) \\
& x_{ijk} \in \{0, 1\}, \quad (i,j) \in E, \ k \in K, \quad (9) \\
\end{align*}
\]

where we would like to highlight:

- Eq. (1): We maximize the total flow sent from source nodes. At the end of this section, we will see that this is equivalent to maximizing the number of edge-disjoint paths.

- Eq. (2): Each source node \( v \) can send at most one unit of commodity-\( v \) flow.

- Eq. (3): Each source node \( v \) cannot receive commodity-\( v \) flow. This avoids the generation of cycles beginning and ending at source nodes.

- Eq. (4): At each source node \( v \) and for each commodity \( k \), the flow supply is equal to the flow demand, for all \( k \in K \setminus \{v\} \).

- Eq. (5): At each transshipment node and for each commodity, the flow supply is equal to the flow demand.

- Eq. (6): Each sink node \( v \) can receive at most one unit of commodity-(\( v - K \)) flow. Notice that sink node \( v = K + k \) is meant to receive commodity-\( k \) flow with \( k = v - K \).

- Eq. (7): Each sink node \( v \) cannot send commodity-(\( v - K \)) flow.

- Eq. (8): At each sink node \( v \) and for each commodity \( k \), the flow supply is equal to the flow demand, for all \( k \in K \setminus \{v - K\} \).

- Eq. (9): The joint flow capacity of each edge is one. Notice that commodity flows can use each edge \((i,j) \in E\) in any of the two directions (but not both).

The validity of formulation (1)-(10) for the EDP problem can be seen as follows. First, let us see that, given a source node \( \bar{v} \in V \) and an edge \((\bar{v}, j) \in E\), if we have \( x_{\bar{v}j\bar{v}} = 1 \) then, there exists one path connecting the pair of terminal nodes \([\bar{v}, K + \bar{v}]\). The details are as follows: The equality \( x_{\bar{v}j\bar{v}} = 1 \) means that the source
node \( \bar{v} \) sends a unit of commodity-\( \bar{v} \) flow to node \( j \). Equations (3), (5) and (7) enforce that all the nodes of the graph behave as transshipment nodes for commodity \( \bar{v} \), except the source node \( \bar{v} \) and the corresponding sink node \( K + \bar{v} \). The number of edges is finite and each edge admits, at most, one unit of flow. Therefore, this flow transmission initiated at source node \( \bar{v} \) will necessarily end up at sink node \( K + \bar{v} \). As a consequence, we will have \( x_{ivk} = 1 \) for some \( i \in V \), for \( v = K + \bar{v} \) and for \( k = \bar{v} \). The commodity-\( \bar{v} \) flow just described defines a path connecting the pair of terminal nodes \( [\bar{v}, K + \bar{v}] \).

Second, let us see now, given two source nodes \( \bar{u} \) and \( \bar{v} \), if we have \( x_{\bar{u}k} = x_{\bar{v}j} = 1 \) then the paths connecting the corresponding pairs of terminal nodes are disjoint. This is directly enforced by Equation (9).

Let us define \( EDP^* \) as the maximum number of edge-disjoint paths associated to a pair \((G, T)\) and let us consider \( z_{EDP}^* \), the optimal value of the corresponding ILP formulation (1)-(10). So far we have shown that \( z_{EDP}^* \leq EDP^* \).

Third, let us see now that \( EDP^* \leq z_{EDP}^* \). This is clear, since given a pair of terminal nodes, say \([\bar{v}, K + \bar{v}]\) connected by an edge-disjoint path \( P \), it is possible to send one unit of commodity-\( \bar{v} \) flow from node \( \bar{v} \) to node \( K + \bar{v} \) through \( P \). In the ILP formulation (1)-(10), this flow corresponds to set equal to one some variables, in particular \( x_{\bar{v}i} = 1 \) for some edge \((\bar{v}, \bar{v}i) \in E \), such that \( \bar{v} \in V^- \), which implies \( EDP^* \leq z_{EDP}^* \) as we wanted to see.

All in all, we have seen that \( EDP^* = z_{EDP}^* \). Since by construction, the ILP formulation (1)-(10) generates a set of edge-disjoint paths with cardinality \( z_{EDP}^* \), we conclude that it is a valid formulation of the EDP problem.

4. Evolutionary Algorithm for the EDP problem

Evolutionary Algorithms (EAs) [27] are random search procedures inspired by the Darwinian theory of natural evolution (i.e., the notion of survival of the fittest). In this context, potential solutions to a specific optimization problem are coded by a chromosome structure, called individual. The set of individuals is usually known as population. In order to evolve the initial population, an EA successively transforms it by means of random operators (selection, crossover, and mutation).

4.1. Solution representation and initial population

In this paper, we use an EA approach to solve the EDP problem, where each individual of the population is an array of size \( K \) (being \( K \) the number of pairs of terminals). We store in each item of the array information about paths between terminals. More precisely, let \( p \) be an individual in the population \( P \) and let \([i_k, j_k] \) be a pair of terminals in \( T \). Then, considering the typical array notation, if \( p[k] = \emptyset \) (with \( 1 \leq k \leq K \)) there is not a disjoint path between \( i_k \) and \( j_k \) in the corresponding solution; otherwise, \( p[k] = \{i_k, \ldots, j_k\} \) is a valid disjoint path in \( G \). Let us consider the example shown in Figures 1 and 2, where there are four pairs of terminals (i.e., \( K = 4 \)) that should be connected with a disjoint path. Then, the feasible solution in Figure 2 is represented as \( p = \{(i_1, 1, 2, 3, 4, j_1); \emptyset; \emptyset; \emptyset; \{i_4, 8, 7, 6, 5, j_3\}\} \).

The proposed EA procedure starts by generating a population of different individuals, where each one represents a feasible solution. As before-mentioned, a solution of the EDP problem is a set of disjoint paths, where each path connects a particular pair of terminals. In order to initialize our EA procedure, we propose to construct \( \lambda \) shortest paths between each pair of terminals by using the algorithm described in [54], where \( \lambda \) is a predetermined number. This procedure uses two sets, \( A \) and \( B \). The first one contains the actual shortest path, while the second one stores tentative/candidate shortest paths. At the beginning of the algorithm, the set \( A \) is initialized with the shortest path by using, in our case, the well-known Dijkstra algorithm. The method then exploits the idea that the current shortest paths (say for instance \( k \)) may share edges and sub-paths (i.e., a path from a given source to any intermediary node within the path) with the previous one.

Specifically, this procedure considers the \((k - 1)\)-th shortest paths and makes each node in the path unreachable (by removing a particular edge that has as endpoint the corresponding node). Once the node is unreachable, the procedure finds the shortest path from the preceding node to the destination. Then a new path is created by appending the common sub-path (from source to the preceding node of the unreachable
node) and adds the new shortest path from preceding node to destination. This route is then added to the set \( B \), testing that it was not previously constructed in either \( A \) or \( B \). After repeating this strategy for all nodes in the route, we select the shortest path in set \( B \) and move it to \( A \). This procedure is repeated for \( \lambda \) iterations obtaining the \( \lambda \) shortest paths between an origin and a destination.

Given the pair \([i_k, j_k] \in \mathcal{T}\), we construct \( \lambda \) paths from \( i_k \) to \( j_k \) and store them in the set \( SP(k) \), where \( k \) identifies the specific pair of terminals. We assume that the paths are sorted in ascending order (from the shortest to the longest). For the sake of clarity, we represent this set as \( SP(k) = \{SP(k, x) \mid 1 \leq x \leq \lambda\} \), where \( SP(k, 1) \) is the shortest path between \( i_k \) and \( j_k \), \( SP(k, 2) \) is the second shortest path between \( i_k \) and \( j_k \), and so on. Notice that the set \( SP(k) \) for each pair of terminals \([i_k, j_k] \) is only computed once as a preprocessing step at the beginning of the procedure.

Once we have constructed \( \lambda \) paths between each pair of terminals, the goal is to construct a feasible solution  (i.e., individual of the population). Specifically, the proposed algorithm randomly selects one of the pairs (say for instance \([i_x, j_x]\)). Then, this pair is joined with the shortest path, i.e., \( SP(x, 1) \). This path is then included in the solution under construction. After that, a different pair of terminals, \([i_y, j_y]\), is selected also at random. Paths in \( SP(y) \) are scanned from the shortest, \( SP(y, 1) \), to the longest, \( SP(y, \lambda) \), verifying whether the inclusion of the corresponding path produces a feasible solution (i.e. it does not share any edge with the paths already incorporated in the solution under construction) or not. If so, the path is actually included in the partial solution; otherwise it is discarded. This process finally ends when all the pairs of terminals have been scanned, returning the solution as a set of disjoint paths. The process described in this paragraph is successively repeated a number of \( size \) times to generate the initial population of \( size \) individuals or solutions.

4.2. Crossover operator

Classical crossover operators usually consist in combining a pair of solutions randomly selected from the current population [27]. This strategy usually obtains high-quality results in optimization problems where solutions are coded with basic data structures (i.e., string of binary numbers, array of integer/real values, etc.). Considering the proposed solution representation for the EDP, the combination of solutions is a really hard task. In this paper, we propose a crossover operator where each new individual is constructed by combining three different individuals: the incumbent one and two other individuals selected at random from the whole population.

The aforementioned mechanism is further improved by taking ideas from Particle Swarm Optimization (PSO) [17]. In particular, instead of combining the incumbent individual with other two individuals selected at random, we propose to combine it with other two fit individuals. More precisely, being this an iterative process, let \( p^t \) be individual \( p \) of the population \( \mathcal{P} \) at iteration \( t \). We call \( p^t \) the \( t \)-th evolution of individual \( p \). Otherwise said, we consider that individual \( p \) evolves at each iteration: \( p^1, p^2, \ldots, p^t, \ldots \). Similarly, let \( l^r \) be the so far best historical solution (in terms of the objective function) of individual \( p \) (the best one from \( p^1 \) to \( p^t \)). Finally, let \( g^f \) be the best individual found so far in the whole population. Assuming that the objective function value of these individuals (solutions) can be computed with the cardinal operator, \(| \cdot |\) (number of pairs of terminals connected), it trivially holds that \(|p^t| \leq |l^t| \leq |g^f|\).

The proposed crossover operator is designed with the idea of maintaining those high-quality structures obtained by means of evolution. Specifically, we consider a variation of the well-known uniform crossover [14] which uses the structural information of each individual, providing better descendants [48]. Given the three individuals involved in the combination, \( p^t, l^r, g^f \), if they have the same value for a particular gene, the descendant individual inherits that value. Otherwise, the gene value is randomly selected according to the objective function value of each combined individual. In mathematical terms, the \( k \)-th gene value in the next generation is computed as:

\[
p^{t+1}[k] = \begin{cases} 
    p^t[k] & \text{if } 0 \leq r < \psi_1 \\
    l^r[k] & \text{if } \psi_1 \leq r < \psi_2 \\
    g^f[k] & \text{if } \psi_2 \leq r \leq \psi_3 
\end{cases}
\]  

(11)
where \( r \) is a random number in the interval \([0, \psi_3]\) and \( \psi_1, \psi_2, \psi_3 \) are defined as:

\[
\begin{align*}
\psi_1 &= \varphi_1 \cdot |p^1| \\
\psi_2 &= \varphi_1 \cdot |p^1| + \varphi_2 \cdot |l^1| \\
\psi_3 &= \varphi_1 \cdot |p^1| + \varphi_2 \cdot |l^1| + \varphi_3 \cdot |g^1|
\end{align*}
\]

being \( \varphi_1, \varphi_2, \varphi_3 \) weight factors that control the influence of each crossovered individual.

Let us focus on the particular pair \([i_k, j_k] \in \mathcal{T}\). In this case, if \( r < \psi_1 \), the corresponding pair keeps its previous status (either non-connected or connected with the same disjoint path as in \( p^0[k] \)). On the other hand, if \( \psi_1 \leq r < \psi_2 \), then \( p^{t+1}[k] \) is set to \( l^0[k] \), which might produce an infeasible solution (for example, if \( l^0[k] \neq \emptyset \) and \( l^0[k] \neq p^0[k] \)). If this situation happens, we eliminate as many paths as necessary to guarantee the feasibility of \( p^{t+1} \). Similarly if \( \psi_2 \leq r \leq \psi_3 \) the assignment of \( g^0[k] \) to \( p^{t+1}[k] \) could again produce an infeasible solution. As before, we remove as many paths as necessary to keep the feasibility.

The crossover probability is directly set to 100%, which means that all the individuals of the population are selected for crossover. We have experimentally tested that this approach drives to significantly better results. It is worth mentioning that pairs of terminals are scanned at random with the goal of favoring the diversification of the search.

### 4.3. Post-processing improvement

Mutation strategies are usually introduced in EAs with the objective of favoring the diversification of the search. This mechanism is traditionally implemented by changing the value of a given allele at random. In the case of the EDP problem, the representation of a solution is quite complex. Therefore, a straightforward implementation of a mutation operator drives to either non-feasible solutions or low-quality solutions. We then propose a different approach. Specifically, instead of looking for diversification, we replace the traditional mutation operator with a post-processing improvement strategy, whose main objective is to reinforce the intensification of the search. Specifically, the proposed algorithm checks whether non-connected terminals could be reconnected with a disjoint path or not. In particular, let \([i_k, j_k] \) be a non-connected path in \( p^{t+1} \). We then scan paths in the previously constructed set of shortest paths \( SP(k) \). This set is scanned from the shortest, \( SP(k, 1) \), to the largest, \( SP(k, \lambda) \), verifying whether the inclusion of a particular path produces a feasible solution (it does not share any edge with the paths already incorporated in \( p^{t+1} \)) or not.

All the individuals of the population at the current iteration \( t \) are subjected to this procedure. In order to avoid biasing the search, individuals are scanned at random. When this method ends, the EA procedure is ready to start a new iteration. Finally, note that the final result returned to the output will be the best solution found \( g^{t+1} \).

### 5. Two-stage solution procedure

Exact algorithms guarantee the optimality of the solution for any combinatorial optimization problem (ignoring a time limit). Some well-known exact methods are, for example, Branch-and-Bound, Branch-and-Cut, Branch-and-Price, Lagrangean Relaxation, or Dynamic Programming. With the development of general-purpose solvers, such as GUROBI or CPLEX, exact algorithms are now able to solve some difficult problems with moderate size. In fact, if the algorithm succeeds (i.e., it is stopped before completion time) optimal solutions are obtained. Otherwise, at least, information about upper/lower bounds to the optimal solution can be obtained. Finally, exact methods allow to prune parts of the search space in which optimal solutions cannot be located. However, many interesting problems in Science and Engineering are often very difficult to solve to optimality due to the huge size of the search space. As it is described in [15], other additional problems may arise. For example: the memory required by an exact algorithm may lead to the early abortion of a general-purpose solver; high performing exact algorithms for one problem are often difficult to extend if some details of the problem formulation change; and for many combinatorial problems...
the best performing exact algorithms are highly problem dependent and thus, they require large execution times.

Metaheuristics (MHs) are among the most prominent and successful techniques to solve a large amount of complex and computationally hard combinatorial optimization problems arising in human activities, such as economics, industry, or engineering. MHs can be seen as general algorithmic frameworks that require relatively few modifications to be adapted to tackle a specific problem. They constitute a very diverse family of optimization algorithms including methods such as simulated annealing (SA), tabu search (TS), genetic algorithms (GA), ant colony optimization (ACO), or variable neighborhood search (VNS). These approximate algorithms mainly differ in how each one constructs, combines and/or improves a solution (trajectory-based MHs) or a set of solutions (population-based MHs). Although these methods find high-quality solutions in reduced computing times, they do not guarantee the optimality. In fact, it is not possible to determine the distance between the MH solution and the optimal one.

The proposed procedure tries to combine the two aforementioned algorithmic techniques in an effective way. The two-stage approach proposed in this paper is focused on calculating high quality solutions for the EDP. It is composed of an exact algorithm, in order to solve the Integer Linear Programming (ILP) formulation, combined with an Evolutionary Algorithm (EA).

We show in Algorithm 1 the pseudo-code of the proposed procedure. It has 7 input parameters ($\text{time}_{\text{max}}$, $\alpha$, $\lambda$, $\phi_1$, $\phi_2$, $\phi_3$, size). The total time of the whole procedure is named as $\text{time}_{\text{max}}$. The parameter $\alpha$ determines the percentage of the total time used to execute the ILP procedure. Then, $(1-\alpha) \cdot \text{time}_{\text{max}}$ is the maximum allowed time for the EA. The parameter $\lambda$ determines the number of shortest paths constructed between each pair of terminal nodes (see Section 4.1). The crossover operator uses a roulette wheel strategy to combine three individuals of the population (see Section 4.2), where the weight of each individual is controlled with parameters $\phi_1$, $\phi_2$, and $\phi_3$. The last parameter, size, controls the number of individuals in the population.

Our method starts by solving the ILP formulation of the EDP problem (see Section 3) with CPLEX. The solver is executed for $\text{ILP}_{\text{time}} = \alpha \text{time}_{\text{max}}$ seconds (step 2). The exact algorithm tries to compute an optimal solution within a limited computing time. If it succeeds (i.e., $\text{opt} = \text{true}$), the procedure stops and returns the optimal solution found (step 4). Otherwise, the suboptimal solution is used by the EA algorithm as a seed to guide the search strategy (steps 6 to 23).

The EA stage updates relevant variables first (steps 6 to 7). Then, the procedure constructs the initial population in steps 8 to 12 with the procedure described in Section 4.1. Considering that there is no previous information for each individual, the historical solution is set to the current one (step 10). Before starting the evolution of the initial population, the best global solution is updated in step 13.

The evolution of the population is executed for $(1-\alpha) \cdot \text{time}_{\text{max}}$ seconds. In each iteration, solutions stored in individuals are generated as follows. First, a temporary individual is constructed with the procedure described in Section 4.2 (step 17). Then, that individual is improved with the method introduced in Section 4.3 (step 18). After that, for each individual the best historical solution is updated (if necessary) (step 19). Once all individuals are combined and improved, the so far best individual is updated (if required) in step 21 and the generation counter is increased (step 22). When the running time reaches the maximum allowed time, the evolution ends returning the best individual (solution) found so far (step 25).

As we will see, the ILP and the EA algorithms combined in our two-stage approach outperform both procedures when used separately. From the EA point of view, the ILP solution gives a good starting seed for combining solutions and, from the ILP point of view, the EA approach rapidly improves suboptimal ILP solutions. Therefore, both strategies can be considered complementary and their hybridization can yield effective methods.

The rationale behind the choice of an unusual design of a EA is based on the following two empirical observations. First, in the context of EDP, we have observed that exploration (diversification) is as important as exploitation (intensification). For that reason, we select from the whole catalog of MHs a population-based one, where the diversity is maintained by considering a relatively large set of solutions. Second, we have also observed that classical recombination and mutation operators do not usually yield promising outcomes in short computing times.
Algorithm 1: Two-stage approach

Input: \( \text{time}_{\text{max}}, \alpha, \lambda, \varphi_1, \varphi_2, \varphi_3, \text{size} \)
Output: \( g^t \)

1: \{start ILP Phase\}
2: \((g^0, \text{opt}) \leftarrow \text{solveWithCPLEX}(\alpha \cdot \text{time}_{\text{max}})\)
3: if (opt = true) then
4:   return \( g^0 \)
5: else
6: \{start EA Phase\}
7: \( \mathcal{P} \leftarrow \emptyset \)
8: for (\(1 \leq m \leq \text{size}\)) do
9:   \( p^i_m \leftarrow \text{createIndividual}(\lambda) \)
10:  \( l^i_m \leftarrow p^i_m \)
11:  \( \mathcal{P} \leftarrow \mathcal{P} \cup \{p^i_m\} \)
12: end for
13: \( g^1 \leftarrow \text{updateBest}(g^0, \mathcal{P}) \)
14: \( t \leftarrow 1 \)
15: while (terminationCondition((1 - \alpha) \cdot \text{time}_{\text{max}})) do
16:   for (\(1 \leq m \leq \text{size}\)) do
17:     \( \text{temp} \leftarrow \text{crossover}(p^t_m, l^t_m, g^t_m, \varphi_1, \varphi_2, \varphi_3) \)
18:     \( p^{t+1}_m \leftarrow \text{postProcessing}(\text{temp}) \)
19:     \( l^{t+1}_m \leftarrow \text{updateLocal}(p^{t+1}_m, l^t_m) \)
20: end for
21: \( g^{t+1} \leftarrow \text{updateBest}(g^t, \mathcal{P}) \)
22: \( t \leftarrow t + 1 \)
23: end while
24: end if
25: return \( g^t \)
6. Experimental results

This section reports the computational experiments that we have performed for testing the efficiency of the proposed two-stage procedure for solving the EDP problem. The ILP was solved with CPLEX (version 12.7) while the EA was implemented in Java 8. All the experiments were conducted on a Pentium(R) Dual-Core CPU at 3.20GHz, and 4GB of RAM memory. We have considered two sets of instances previously used in this problem.

- Set 1 (120 instances) [9]. This set contains the following families of graphs: graph3 (164 vertices and 370 edges) and graph4 (434 vertices and 981 edges), whose structure resembles parts of the communication network of the Deutsche Telekom AG in Germany; AS.BA.R-Wax.v100e217 (100 vertices and 217 edges) and bl-wr2-wht2.10-50 (500 vertices and 1020 edges) generated with BRITE [43] by considering different topology properties (degree, diameter, clustering coefficient, etc.); and mesh25x25 (625 vertices and 1200 edges). Each family contains 20 instances and the pair of terminals ranges from $0.10 \cdot V$ to $0.40 \cdot V$ and the weight of each edge is 1.

- Set 2 (54 instances) [16]. This set contains the following families of graphs: two internet-like topologies (blrand and blsdeg with 500 vertices and 1020 edges) generated with BRITE [43] with the parameters recommended in [9]; two mesh graphs of sizes denoted as mesh15x15 (225 vertices and 420 edges) and mesh25x25 (625 vertices and 1200 edges); two families of graphs derived from the Steiner problem (steinb and steinc where the number of vertices and edges ranges from 100 to 500 and from 100 to 12500, respectively); and planar graphs, denoted as plan, where the number of vertices and edges ranges from 100 to 50 and from 135 to 1477, respectively. Each family contains 12 instances (with the exception of steinb and steinc that contain 9 instances each one) and the number of pair terminals are $0.10 \cdot V$, $0.25 \cdot V$, and $0.40 \cdot V$. Finally, the weight of each edge is set to 1.

We have divided this section into two different parts: preliminary experimentation and final experimentation. The first one is performed to adjust the values of the key search parameters of our method and to show the merit of the proposed strategies. To avoid over-fitting and allow us to extract conclusions about robustness and effectiveness of the proposed strategies, we conduct the preliminary experimentation with the Set 2 of 54 instances.

6.1. Preliminary experimentation

In order to have a fair comparison among all variants, the maximum running time is configured to be the same for all of them. In particular, it is set to $t_{max} = \rho \cdot V \cdot K$, where $V$ and $K$ are the number of vertices and pairs of terminals, respectively. We consider an extra parameter $\rho$, that allows us to have computing times similar to previous approaches. Specifically, if we set $\rho$ to 0.0024, our procedure presents, on average, shorter computing time than previous procedures.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Type</th>
<th>Domain</th>
<th>Default value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>Real</td>
<td>[0.1, 0.9]</td>
<td>0.5</td>
</tr>
<tr>
<td>$\lambda$</td>
<td>Integer</td>
<td>[10, 120]</td>
<td>100</td>
</tr>
<tr>
<td>size</td>
<td>Integer</td>
<td>[10, 150]</td>
<td>100</td>
</tr>
<tr>
<td>$\varphi_1$</td>
<td>Real</td>
<td>[0.1, 0.9]</td>
<td>0.2</td>
</tr>
<tr>
<td>$\varphi_2$</td>
<td>Real</td>
<td>[0.1, 0.9]</td>
<td>0.4</td>
</tr>
<tr>
<td>$\varphi_3$</td>
<td>Real</td>
<td>[0.1, 0.9]</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 2: Parameter adjustment.

With the objective of finding the most appropriate parameter values for the proposed method, we have used iRace [39]. This software implements an iterated racing procedure able to find the configuration that obtains the best results. In other words, its goal is to automatically configure a given optimization algorithm.
by finding the most appropriate settings for a particular algorithm executed over a set of instances of an optimization problem.

Given a set of instances, for each one, iRace computes a set of elite algorithm configurations and builds a sampling model around these. These distributions are centered around the best value of the parameter. After running iRace, the empirical sampling distribution can be shown (as given in Figure 3), which gives an indication of the range of good values for a parameter. See [39] for further details.

Our two-stage procedure has 6 parameters described in Section 5. In Table 2, we list these parameters, their type, and ranges in which they are modified. In order to reduce the computing time associated to this preliminary experimentation, we start the process by considering a standard initialization (fourth column of Table 2).

In Figure 3, we show the empirical probability distribution of the best parameter value for $\alpha$, $\lambda$, size, $\varphi_1$, $\varphi_2$ and $\varphi_3$. These probability distributions have been obtained by iRace (version 2.2). As we can observe, these distributions present a clear maximum for all parameters with the only exception of the parameter $\alpha$. In this case, there are two different modes. This behavior can be partially explained by the fact that the two-stage approach prefers to execute mainly the ILP (large values of $\alpha$) in small and medium instances since it obtains better results than EA. In large instances, EA obtains better results, so the two-stage procedure tries to increase the presence of EA (small values of $\alpha$).

The best configuration of our procedure was obtained with $\alpha = 0.35$, $\lambda = 110$, size $= 58$, $\varphi_1 = 0.33$, $\varphi_2 = 0.42$, and $\varphi_3 = 0.25$. Therefore, we consider for the remaining experiments that the parameters of our procedure take the aforementioned values.

Figure 3: Empirical probability distribution of the parameter value for each parameter of the two-stage method.

We now test whether the combination of the exact algorithm with the metaheuristic produces better results than the execution of both algorithms separately. Specifically, we compare the objective function value of the solutions obtained by the metaheuristic (EA) and by the two-stage method executed separately over the Set 2, by using the same computing time in both cases. Figure 4 (left) shows a scatter plot that compares the performance of the two-stage approach versus EA. Each point in this plot has as $x$-coordinate the value obtained by EA and as $y$-coordinate the value obtained by the hybrid approach. If a point is above the bisection line (represented with a dotted line), it implies that the two-stage approach obtained a better objective function value than the EA approach. Notice that we have used a logarithmic scale to
better observe differences close to the origin. Analogously, Figure 4 (right) shows the corresponding scatter plot for the two-stage procedure versus ILP.

Results reported in these plots suggest the superiority of the two-stage approach. Specifically, ILP+EA achieves, in all instances, better (above the bisection line) or equal (in the bisection line) results than EA. These conclusions can be also extended when comparing with the ILP approach, where the hybrid method obtains a worse result only in a single instance.

![Figure 4: It is worthy to combine the ILP and EA approaches in a two-stage ILP+EA approach.](image)

6.2. Final experimentation

Once we have adjusted the key search parameters and showed the suitability of the hybridization of the exact and heuristic procedures, we compare our proposal, ILP+EA, with the best previous methods identified in the state-of-the-art. Algorithmic comparison is always a very difficult task since it depends on qualitative aspects such as programming language, skills of the programmer, hardware platform, etc. In order to overcome this situation, we directly take the results from the original source. As far as we know, there is not an unified benchmark to compare algorithms for the EDP problem. Therefore, we separate our final experimentation into two different comparisons. In the first one, we compare the two-stage method proposed in this paper (parametrized with the configuration described above) with the Extended Artificial Ant Colony (ACO), the Multi-start Simple Greedy (MSGA) (both described in [9]), and the Genetic Algorithm (GA) proposed in [30]. For the sake of completeness, we also include the ILP and the EA executed in isolation for a similar time than the ILP+EA. Table 3 summarizes average results for Set 1 (120 instances). Each main row reports for each algorithm: \(z_{EDP}\), average of the number of edge-disjoint paths over the set of considered instances; Dev. (%), average percent deviation with respect to the best solution found in the comparison by any of the methods; and Time (s), average computing time in seconds required by the procedure. In the heading of each column we indicate the name of the graph family (Graph), the number of terminal pairs per instance (#T) and the amount of instances in each family (#inst.).

The average number of disjoint paths and the average computing time are directly copied from [9] and [30]. The computer used to execute MSGA and Ext. ACO is an Intel(R) Pentium(R) 4 processor at 3.06 GHz and 900 Mb of memory running a Linux operating system with 1.98 processor load, implemented in

\footnote{Individual results per instance are available at www.optsicom.es/edp/edp.zip}
C++, and compiled using GCC 2.95.2 with the -O3 option. The GA was implemented in MATLAB and the experiments were executed on a Intel(R) i7 CPU at 1.6 GHz and 4 GB of memory running a Windows 7 operating system. Our experiments were conducted on a Pentium(R) Dual-Core CPU at 3.20GHz, and 4GB of RAM memory. Our experimental platform can be considered equivalent to the one used by [30]. On the other hand, the experimental platform used by [9] is considerably older. However, all tested algorithms are sequentially executed, being frequency of the processor (similar in all cases) one of the most relevant parameters (directly related to the amount of instructions executed per second). RAM memory could also influence in the performance of procedure. In our case, the Java Virtual Machine has limited the amount of memory to 1Gb, which is similar to 900Mb used in [9]. For these reasons, the computing time must be considered as an indicative value in this comparison.

Results shown in Table 3 indicate that the three proposed procedures present competitive results when comparing with the state-of-the-art methods. As expected, ILP presents the best results in small and medium size instances. However, for larger problems, its performance notably decreases. On the other hand, EA exhibits a really robust behavior across all instances. Finally, ILP+EA combines the best of the two algorithmic strategies emerging as the best performing method among all compared algorithms.

Regarding the comparison of our best method and previous approaches, we observe that ILP+EA obtains on average the best results in terms of objective function (41.66) and deviation (6.33%). However, it is important to remark MSGA and GA achieve the best results in subset AS.BA.R-Wax.v100e217 with $K = 10$ an $K = 25$, respectively. Nevertheless, notice that our two-stage procedure achieves these results in a fifth of the computing time used by the other methods. Nonetheless, as we mentioned above, it should be considered as a qualitative comparison since algorithms were executed in different computers, programming languages, etc.

We apply the non-parametric Friedman test for multiple correlated samples to the best solutions obtained by the six compared methods. This test computes, for each instance, the rank value of each method according to solution quality (where rank 1 is assigned to the best method and rank 6 to the worst one). Then, it calculates the average rank values of each method across all the instances solved. If the averages differ greatly, the associated $p$-value or significance will be small. The resulting $p$-value lower than 0.0001 obtained in this experiment clearly indicates that there are statistically significant differences among the six methods tested (considering a level of significance of 0.05). Specifically, the rank values produced by this test are 1.75 (ILP+EA), 2.58 (ILP), 3.69 (ACO), 3.75 (EA), 4.00 (GA), and 4.23 (MSGA).

In the second experiment, we compare the three methods proposed in this paper with the Extended Artificial Ant Colony (ACO) [9]; the local search method combined with the simple greedy algorithm (LS-SGA) and the recursive local search method (LS-R), both introduced [16]; and two versions of the message passing algorithm (MP and MP with reinforcement) described in [2]. Table 4 summarizes average results for Set 2 (54 instances)\(^2\). In this set, the performance of ILP seems to be worst. In fact, in subset steinc16 it does not find even a feasible solution. On the other hand, EA presents again a robust behavior across all instances. Regarding the comparison with previous approaches, we observe that MP with reinforcement obtains very competitive results. In particular, it obtains the best results in 6 (out of 13) subsets of instances, while our method obtains the best results in 9 subsets. Considering that the computing time is not included in [2], we run our method without a time limit, denoted as ILP+EA*, to determine whether our method is able to outperform MP with reinforcement. In particular ILP+EA* reaches the objective function values of its competitor when it is executed for 217.15 s (mesh25x25) and 186.76 s (planar200). It is important to remark that our method does not match the best result in instance steinb10.40 in 1000 seconds. In this particular instance, MP with reinforcement finds 29 disjoint paths while ILP+EA* obtains 28.

\(^2\)Individual results per instance are available at www.optsicom.es/edp/edp.zip
<table>
<thead>
<tr>
<th>Graph</th>
<th>graph3</th>
<th>graph3</th>
<th>graph3</th>
<th>graph4</th>
<th>100x217</th>
<th>100x217</th>
<th>10-50.2dg</th>
<th>10-50.2dg</th>
<th>10-50.2dg</th>
<th>mesh25x25</th>
<th>mesh25x25</th>
<th>mesh25x25</th>
<th>Avg.</th>
</tr>
</thead>
<tbody>
<tr>
<td>#T</td>
<td>16</td>
<td>41</td>
<td>65</td>
<td>43</td>
<td>10</td>
<td>25</td>
<td>40</td>
<td>50</td>
<td>125</td>
<td>200</td>
<td>62</td>
<td>156</td>
<td>250</td>
</tr>
<tr>
<td>#inst</td>
<td>(20 Inst.)</td>
<td>(20 Inst.)</td>
<td>(20 Inst.)</td>
<td>(20 Inst.)</td>
<td>(20 Inst.)</td>
<td>(20 Inst.)</td>
<td>(20 Inst.)</td>
<td>(20 Inst.)</td>
<td>(20 Inst.)</td>
<td>(20 Inst.)</td>
<td>(20 Inst.)</td>
<td>(20 Inst.)</td>
<td>(20 Inst.)</td>
</tr>
<tr>
<td>MSGA</td>
<td>15.10</td>
<td>32.00</td>
<td>37.60</td>
<td>42.05</td>
<td>8.05</td>
<td>13.60</td>
<td>17.80</td>
<td>22.35</td>
<td>38.85</td>
<td>51.20</td>
<td>34.73</td>
<td>67.43</td>
<td>34.73</td>
</tr>
<tr>
<td>Dev (%)</td>
<td>0.63%</td>
<td>13.61%</td>
<td>13.56%</td>
<td>2.10%</td>
<td>0.00%</td>
<td>4.23%</td>
<td>21.66%</td>
<td>54.21%</td>
<td>44.18%</td>
<td>14.67%</td>
<td>19.40%</td>
<td>27.20%</td>
<td>18.53%</td>
</tr>
<tr>
<td>Time(s)</td>
<td>0.96</td>
<td>23.24</td>
<td>49.27</td>
<td>95.74</td>
<td>0.43</td>
<td>4.33</td>
<td>9.83</td>
<td>208.49</td>
<td>534.62</td>
<td>1306.13</td>
<td>398.37</td>
<td>1639.32</td>
<td>2807.36</td>
</tr>
<tr>
<td>ACO</td>
<td>15.70</td>
<td>31.50</td>
<td>40.30</td>
<td>41.45</td>
<td>7.88</td>
<td>13.83</td>
<td>17.80</td>
<td>24.15</td>
<td>42.25</td>
<td>55.70</td>
<td>43.96</td>
<td>69.25</td>
<td>87.55</td>
</tr>
<tr>
<td>Dev (%)</td>
<td>0.63%</td>
<td>15.54%</td>
<td>7.36%</td>
<td>3.49%</td>
<td>2.11%</td>
<td>2.61%</td>
<td>17.92%</td>
<td>59.96%</td>
<td>39.30%</td>
<td>7.17%</td>
<td>22.13%</td>
<td>9.29%</td>
<td>5.50%</td>
</tr>
<tr>
<td>Time(s)</td>
<td>0.46</td>
<td>27.95</td>
<td>57.90</td>
<td>168.87</td>
<td>0.16</td>
<td>1.82</td>
<td>2.21</td>
<td>48.06</td>
<td>190.06</td>
<td>798.97</td>
<td>679.55</td>
<td>1845.70</td>
<td>3165.17</td>
</tr>
<tr>
<td>GA</td>
<td>15.00</td>
<td>32.20</td>
<td>36.40</td>
<td>42.00</td>
<td>7.00</td>
<td>12.60</td>
<td>21.70</td>
<td>25.00</td>
<td>41.50</td>
<td>60.00</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Dev (%)</td>
<td>5.06%</td>
<td>14.68%</td>
<td>16.32%</td>
<td>2.21%</td>
<td>13.04%</td>
<td>11.27%</td>
<td>0.99%</td>
<td>19.24%</td>
<td>40.37%</td>
<td>0.08%</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>Time(s)</td>
<td>0.46</td>
<td>27.95</td>
<td>57.90</td>
<td>291.00</td>
<td>1.16</td>
<td>54.00</td>
<td>93.00</td>
<td>678.00</td>
<td>1661.00</td>
<td>3592.00</td>
<td>*</td>
<td>*</td>
<td>*</td>
</tr>
<tr>
<td>ILP</td>
<td>14.45</td>
<td>37.65</td>
<td>38.15</td>
<td>42.95</td>
<td>8.05</td>
<td>14.20</td>
<td>18.15</td>
<td>19.25</td>
<td>69.60</td>
<td>13.7%</td>
<td>56.00</td>
<td>6.80</td>
<td>10.05</td>
</tr>
<tr>
<td>Dev (%)</td>
<td>8.54%</td>
<td>12.30%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>16.36%</td>
<td>0.00%</td>
<td>77.08%</td>
<td>31.86%</td>
<td>91.09%</td>
<td>89.15%</td>
<td>22.72%</td>
</tr>
<tr>
<td>Time(s)</td>
<td>2.75</td>
<td>10.41</td>
<td>18.74</td>
<td>3.99</td>
<td>2.70</td>
<td>1.47</td>
<td>2.51</td>
<td>24.37</td>
<td>138.82</td>
<td>247.92</td>
<td>241.79</td>
<td>393.00</td>
<td>37.82</td>
</tr>
<tr>
<td>EA</td>
<td>15.70</td>
<td>32.40</td>
<td>36.60</td>
<td>40.15</td>
<td>8.05</td>
<td>14.20</td>
<td>18.80</td>
<td>17.70</td>
<td>43.35</td>
<td>53.50</td>
<td>60.45</td>
<td>72.40</td>
<td>93.15</td>
</tr>
<tr>
<td>Dev (%)</td>
<td>0.63%</td>
<td>13.94%</td>
<td>4.37%</td>
<td>5.50%</td>
<td>2.11%</td>
<td>18.71%</td>
<td>56.55%</td>
<td>41.88%</td>
<td>11.25%</td>
<td>18.95%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>14.26%</td>
</tr>
<tr>
<td>Time(s)</td>
<td>6.30</td>
<td>16.12</td>
<td>25.60</td>
<td>44.78</td>
<td>2.40</td>
<td>6.00</td>
<td>9.61</td>
<td>69.01</td>
<td>150.04</td>
<td>249.07</td>
<td>93.01</td>
<td>234.13</td>
<td>375.10</td>
</tr>
<tr>
<td>ILP+EA</td>
<td>15.80</td>
<td>35.5%</td>
<td>43.50</td>
<td>42.95</td>
<td>8.05</td>
<td>14.15</td>
<td>18.80</td>
<td>47.70</td>
<td>43.35</td>
<td>53.50</td>
<td>60.45</td>
<td>72.40</td>
<td>93.15</td>
</tr>
<tr>
<td>Dev (%)</td>
<td>0.00%</td>
<td>5.58%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.00%</td>
<td>0.35%</td>
<td>17.05%</td>
<td>3.15%</td>
<td>37.72%</td>
<td>10.83%</td>
<td>3.85%</td>
<td>3.78%</td>
<td>6.33%</td>
</tr>
<tr>
<td>Time(s)</td>
<td>3.72</td>
<td>11.25</td>
<td>24.20</td>
<td>4.66</td>
<td>0.50</td>
<td>2.96</td>
<td>3.03</td>
<td>26.53</td>
<td>152.45</td>
<td>245.45</td>
<td>57.28</td>
<td>239.01</td>
<td>384.85</td>
</tr>
</tbody>
</table>

Table 3: Summary of results. Best average values are highlighted with bold fonts.

1 AS-BA-R-wax
2 bl-wr2wht2

* We have not included results of GA over mesh25x25 subset since the authors did not provide them in [30].
Table 4: Summary of results. Best average values are highlighted with bold fonts.

* These authors do not report results for these subset of instances
In order to validate these results we conduct the non-parametric Friedman test. The resulting $p$-value lower than 0.0001 obtained in this experiment clearly indicates that there are statistically significant differences among the nine methods tested (considering a level of significance of 0.05). Specifically, the rank values produced by this test are 1.08 (ILP+EA*), 2.62 (MP reinforcement), 2.92 (ILP+EA), 3.31 (LS-R), LS-SGA (4.00), MP (4.00), MGS (5.54), EA (6.23), and ILP (6.92).

7. Conclusions

In this paper, we propose a two-stage procedure based on the hybridization between an Integer Linear Programming (ILP) technique and an Evolutionary Algorithm (EA) to deal with the edge-disjoint paths (EDP) problem. We provide an experimental comparison between our procedure and the best previous methods for this problem in the state of the art. We performed an extensive computational testing over 174 instances that have previously been used. Experimental results show that the proposed algorithm outperforms the best identified methods. We also performed statistical tests to confirm the significance of the obtained results, thus, identifying the two-stage approach here proposed as the best algorithm in terms of quality and computing time.

Of particular interest in our work has been testing the combination of exact and approximate procedures in a two-stage method. Through extensive experimentation, we have been able to determine the benefits of this combination. We believe that our findings can be translated to other combinatorial problems and it will help in the development of more elaborated methods.
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